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Overview

A common issue with SQL Server is deadlocks. A deadlock occurs when two or more processes are waiting
on the same resource and each process is waiting on the other process to complete before moving forward.
When this situation occurs and there is no way for these processes to resolve the conflict, SQL Server will
choose one of processes as the deadlock victim and rollback that process, so the other process or
processes can move forward.

By default when this occurs, your application may see or handle the error, but there is nothing that is
captured in the SQL Server Error Log or the Windows Event Log to let you know this occurred. The error
message that SQL Server sends back to the client is similar to the following:

Msg 1205, Level 13, State 51, Line 3
Transaction (Process ID xx) was deadlocked on {xxx} resources with another process
and has been chosen as the deadlock victim. Rerun the transaction.
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In this tutorial we cover what steps you can take to capture deadlock information and some steps you can
take to resolve the problem.

Explanation

Deadlock information can be captured in the SQL Server Error Log or by using Profiler / Server Side Trace.

Trace Flags

If you want to capture this information in the SQL Server Error Log you need to enable one or both of these
trace flags.

e 1204 - this provides information about the nodes involved in the deadlock
e 1222 - returns deadlock information in an XML format

You can turn on each of these separately or turn them on together.

To turn these on you can issue the following commands in a query window or you can add these as startup
parameters. If these are turned on from a query window, the next time SQL Server starts these trace flags
will not be active, so if you always want to capture this data the startup parameters is the best option.

DBCC TRACEON (1204, -1)
DBCC TRACEON (1222, -1)

Here is sample output for each of the trace flags.

Trace Flag 1222 Output
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Source

spid 138
spid 138
spid 13s
spid13s
spid13s
spid 138
spid13s
spid13s
spid 138
spid13s
spid13s
spid 138
spid13s
spid13s
spid 138
spid13s
spid13s
spid13s
spid13s
spid13s
spid13s
spid13s
spid 138
spid 138
spid13s
spid13s
spid 138
spid13s
spid13s
spid 138
spid 138

Message

waiter idsprocess 15708 mode sl raquest Typeswal

walterdist

awner id=processBIS2:508 mode=X

ownerdist

keylock hoblid=41104345457000 dbid =16 objeciname=Nothwind dbo Employess indeoname=PK_Employess id=lock 82428180 mode =) associatedObjectid=411043454576000
waiter id=processB052:508 mode=U request Type=wat

wialterdist

awner id=process 15708 mode=X

ownerdst

keeydock hobtid=285180401860608 dbid=16 objeciname =Northwind dbo Products indexmame =PK_Products id=lock 82034 780 mode =X associatedObject Id=285180401560603
resource-Jist

update employess set fistname = Greg'

inputbuf

update employess sat fistname = Greg'

frame procname sadhoc ine=1 sghandle=02000000cc00eb 1780bab93d 7030023 8513 70 2 A0d665e

UPDATE [employees] set firstname] = &1

frame procname sadhoc ine =1 stmistat = 36 sghhandie = (020000009835 507345 2781 806423127960 346650 Todc

execution Stack

process id=process 15708 taskpronty=0 logused =40720 watresource=KEY: 16:411043454376000 (030004 & Decc) wattime =272 ownerld =224 7443 transactionname =user_transa
upedate products set suppliend = 1

upsdiate employess st firstname = Bob'

begin tran

inputbuf

update products set suppbend = 1

frame procname=adhoc ine=3 stmistart =108 sghande =(02000000d484532157c4e6%e Folebde SF082 180 S5MR450

frame procname=adhoc line=3 stmistat =108 sghande=(02000000508 77022ebb4 3bd4 141 2d6078ec 3329579 0 7265

exacution Stack

process idsprocess 8092508 taskprcdty =0 logusad = 1968 wairesource =KEY: 16:289180401860608 (0100264 T0765) walttime =5514 ownerld =224 7505 tansactionname suser_irar
process st

deadack victimsprocess8032c508

deadock dst

Trace Flag 1204 Output

Message

ResType:LockCwner Stype:'OR¥des:(0000000080716E30 Made: U SPID:62 BatchID:0 ECID:0 Task Proxy:{(<000000008AE10538) Value (x82d 3280 Cost :(0./1968)
Victim Resource Owner:

Log Viewer could not read information for this log entry. Cause: Data is Null. This method or propesty canneot be called on Null values.. Content:

ResType: LockOwner Stype '0R¥des:(e00000000880CB740 Mode: U SPID:61 Batch!D:0 ECID:0 Task Presy: ((e000000008A2EC538) Value (x82d 32200 Cost (0/40720)
Requested by:

Input Buf: Language Event: begintran update employees set firstname = "Bob’ update products set suppliend = 1

SPID: 62 ECID: 0 Statement Type: UPDATE Line &: 3

Owner:(x0000000080152100 Mode: X Ag: (x40 Ref-0 Life:02000000 SPID:62 ECID:0 Xact Lockinfo: (x0000000080716EDO

Grant List 1:

KEY: 16:411043454576000 (03000d & 0ecc) CleanCrt -2 Mode: X Flags: (k1

Nodea:2

Log Viewer could not read information for this log entry. Cause: Data is Mull. This method or propesty cannot be caled on Mull values.. Content:

ResType:LockCwner Stype 'OR Xdes:(0000000080716E30 Mode: U SPID:62 BatchID:0 ECID:0 Task Proxy:{(000000008AE 10538) Value:(82d 3280 Cost :(0/1968)
Requested by:

Input Buf: Language Event: update employess set fisstname = Greg'

SPID: 61 ECID: 0 Statement Type: UPDATE Line &: 1

Cramer: x00000000801524C0 Mode: X Fig:0c40 Ref-0 Life: 02000000 SPID:61 ECID:0 XactLockinfo: GD00000008B0CETE0

Grant List 0:

KEY: 16:289180401260608 (010086470766) CleanCnt:2 Mode X Fags: (x1

MNode:1

Log Viewer could not read information for this log entry. Cause: Data is Null. This method or propesty cannot be called on Null values.. Content:

Waitfor graph

Deadlock encountered ..., Printing deadlock information

Profiler / Server Side Trace



Profiler works without the trace flags being turned on and there are three events that can be captured for
deadlocks. Each of these events is in the Locks event class.

o Deadlock graph - Occurs simultaneously with the Lock:Deadlock event class. The Deadlock Graph event
class provides an XML description of the deadlock.

o Lock: Deadlock - Indicates that two concurrent transactions have deadlocked each other by trying to
obtain incompatible locks on resources that the other transaction owns.

o Lock: Deadlock Chain - Is produced for each of the events leading up to the deadlock.

Event Output

In the below image, | have only captured the three events mentioned above.

| EventClass | TextData | DatabaselD | ObjectiD2 |

{Trace start ;

.Luck:Dead1ock Chain Deadlock Chain 5PID = &2 (0100B647076E) ... 16 283180401860608
Lock:Deadlock Chain Deadlock Chain SPID = &1 (03000dsfoecc) ... 16 411043454976000
Lock:Deadlock (0100864707 66) 16 2831804018&0608
Deadlock graph <deadlock-Tist> <deadlock victim="proce...

Deadlock Graph Output

Below is the deadlock graph which is the output for the Deadlock graph event. We can see on the left side
that server process id 62 was selected as the deadlock victim. Also, if you hover over the oval with the X
through it we can see the transaction that was running.

ey Lock

Holt 1D: 289180401 880608
REquest mMode: p—w| associated obpd: ZB0180401860608
I namse: PH_Products

Serwer process |d: 61
Server batch Id:
Execunion conten g, D
Deadiock pricrty:

Log Used: 40720
Crwner Id: 2245958
Transaction descriptar: JeBbichT40

Server process Id: 62
Ownier-sade; X

Cwngr Mode: x Koy Lock Request-Hoder U
-

Thsacsion desornpios: (xB07 10480

HoB 1D 41104 3454076000
associated obpd: 4110434549T6000
Statement Inex names; PE_Employess
besgin tran
update employees set firstraene = ‘Boby
update products set suppliend = 1

Finding Objects Involved in Deadlock

In all three outputs, | have highlighted the object IDs for the objects that are in contention. You can use the
following query to find the object, substituting the object ID for the partition_id below.

SELECT OBJECT_SCHEMA_NAME ([object_id]),
OBJECT_NAME ([object_id])

FROM sys.partitions

WHERE partition_id = 289180401860608;

Saving Deadlock Graph Data in XML File

Since the deadlock graph data is stored in an XML format, you can save the XML events separately. When
configuring the Trace Properties click on the Events Extraction Settings and enable this option as shown



General | Events Selection  Events Extraction Settings |

XML Showplan

[T Save XML Showplan events separately

XML Showplan results Fle

| |

C All=ML Sk owplan batches in a single fle

= E ach XML Showplan bateh in & distinet e

- Deadlock XML -

[T Save Deadiock XML events separately

Desdiock <ML results fle

Al Deadlock XML batches in a single fle
" Each Deadlock XML batch in a distinct file

Additional Information

Here are some additional artilces about deadlocks.

Finding and troubleshooting SQL Server deadlocks

SQL Server Deadlock Priority Configuration

Finding SQL Server Deadlocks Using Trace Flag 1222
Capturing SQL Server Deadlock Information in XML Format
Using a Clustered Index to Solve a SQL Server Deadlock Issue
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Tuesday, April 26, 2016 - 9:05:12 AM - Greg Robidoux Back To Top

Hi Krunal,

take a look at this tip that shows how to create and detect a deadlock. This might give you more
information.

https://www.mssqltips.com/sqlservertip/1036/finding-and-troubleshooting-sql-server-deadlocks/

-Greg

Tuesday, April 26, 2016 - 8:27:45 AM - Krunal Patel Back To Top

Hello ! Gerg

I'm facing deadlock since couple of days, can you please tell me what are the cases for occurance of
deadlocks and how can i resolve it?

Thanks,

Krunal Patel
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